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Three equivalent formulation forms of the optimal search problem are considered. To solve the 

problem, the dynamic programming method, the branch-and-bound method, the "nearest neighbor" 

method, as well as heuristic methods were used. To increase the efficiency of the branch and bound 

method, a number of properties of the Hamiltonian contour are used. 
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Formulation of the problem  

Suppose that there are n points (regions) 

on a geographical map, each of which may con-

tain an object of interest to us (a lost expedi-

tion, a missing ship, etc.), and there is a search 

tool (an airplane, a rescue ship, etc.), which is 

able to examine all n  points. The distances 
jia ,
 

between any points i  and ),1,( njij   are 

specified. It is required to select a search route 

that starts and ends at some point 1i  , and suc-

cessively covers all the other  1n  points, 

passing through them only once and having the 

shortest length. 

The optimal route selection problem is al-

so called the optimal search problem or an as-

signment problem [1], or the traveling salesman 

problem(TSP) [2]. The last term is the most 

common, and we will use it further. 

There are three equivalent formulations 

of this problem. 

1. n  cities and distances between them 

are specified. A traveling salesman leaving a 

city 1i  must visit each of the )1( n  other cities 

only once and return to the initial city, traveling 

the minimum distance. 

2. A simple graph ),( UJG   is speci-

fied, where J  is the set of vertices and U  is 

the set of arcs (edges) of the graph. It is re-

quired to determine the shortest Hamiltonian 

circuit possible. (A Hamiltonian circuit in a 

graph is a path that visits each vertex of the 

graph G  only once; an Eulerian circuit is a 

path that visits each arc of the graph only once). 

3. A square weight matrix A  (of the n -

th order) is specified. It is required to determine 

the permutation 

qjnn iiiiiii  ,,,...,,, 1321
 when qj  , 

which would minimize the functional 

.
1

1

,, 11 






n

j

iiii jjn
aa  

There are practically important cases when 

the elements of the matrix 
jia ,
 are non-stationary; 

)(,, taa jiji  , which indicates "moving points" 

nii ,...,1  in space. In particular, work [3] is de-

voted to the solution of such problems, which is 

called the ― m traveling salesmen‖ problem [4]. 

Finally, it may turn out that 
ijji aa ,,  , 

i.e., a path from i  to j  is not equivalent to a 

reverse path from j  to i . Such a problem is 

called the asymmetric TSP and requires consid-

eration of the complete matrix A , in contrast to 

the symmetric problem, where, since 
ijji aa ,,  , 

it is sufficient to consider the triangular matrix 

obtained from the matrix A . 

In what follows, we limit ourselves to the 

consideration of the so-called classical traveling 

salesman problem, for which: 1) 
jia ,
  are sta-

tionary, 2) 
ijji aa ,,  ; 3) 1m , since the meth-

ods for solving this problem underlie all modi-
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fications of the TSP and the difficulty of solv-

ing the classical problem is sufficient to 

demonstrate all approaches to its solution. 

It may seem that the TSP is very close to 

the assignment problem. Indeed, any Hamilto-

nian circuit in the graph  

 

 
11321 ... iiiii n    

 

can be written as a set of arcs 


 }...,,,{ 13221 iiiiiiD n
, 

characterized by the elements of the matrix A  

 .,...,,
13221 ,,, iiiiii n

aaaa   

Analyzing the last set, we can see that in the 

complete matrix A , to solve the traveling 

salesman problem, we must select one element 

from each column and each row (diagonal ele-

ments cannot be selected). Therefore, denoting 

the choice of the element 
jia ,
 by the symbol 

1, jix , we arrive at the following problem: 


 


n

i

n

j

jiji xaE
1 1

,, min;  





n

j

ji

n

i

ji xx
1

,

1

, .1;1  

This problem, up to notation, agrees with 

the assignment problem, but does not formalize 

all the conditions of the TSP. Solving the trav-

eling salesman problem in does not at all guar-

antee that the resulting circuit will turn out to 

be closed. To ensure the closure conditions, it is 

necessary to impose additional constraints [5], 

[6]. This significantly complicates the calcula-

tion procedure and limits the possibilities of the 

solution to the values 10n .  

 

The dynamic programming method 

Using the dynamic programming method 

for solving the TSP was first proposed by R. 

Bellman [7], [8] and, independently, by M. 

Held and R. Karp [9]. Later this method was 

used by many authors [2, 7, 10, 11]. Suppose 

that n  vertices are specified. We select any 

vertex among them and call it the initial and 

final vertices. Since the Hamiltonian circuit is 

closed, the initial and final vertices can be se-

lected arbitrarily. Let us designate it as number 

1. The process of solving the problem will rep-

resent an  1n -step process of considering an 

increasing number of vertices, starting from 1 

and ending with n . 

Suppose that the Bellman function, writ-

ten in the form  1,,...,, 1321  kk iiii , gives the 

length of the minimum path that starts at vertex 

1i , ends at vertex 1 and goes through vertices 

,,...,, 132 kiii  covering k  vertices. Obviously, 

since 01  , the solution process starts in the 

second step with the calculation of  112 i  

for all admissible ni ,21  , and ends in the 

last step with obtaining  1,,...,,1 132  nn iii , 

giving the optimal solution to the TSP. 

In the third step, since there exist on more 

than two circuits connecting three vertices, we get 

 
 

  .1,

;1,

1,,123

1,,213

112

221

iii

iii

aaii

aaii








 

 

The fourth step will contain the minimi-

zation procedure corresponding to the function-

al equation 

 

 

 
  .1,min

1,,

323,

3214

21
2

iia

iii

ii
i








 

 

Obviously, the number of possible values of 

4  for the fixed vertex 
1i  will be the number 

of combinations 







 

2

2n , and   






 


2

2
1

n
n  

in total, for 
5  we get a total of 

  






 


3

2
1

n
n options, etc. 

 

By analogy, we write functional equa-

tions for an arbitrary k -th step and the last 

n -th step: 
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 

 


 1,,...,

min

1,,...,

1321

,

121

21
2











kk

ii
i

kk

iii

a

iii





      (1)
 

 

 


 1,,...,

min

1,,...,1

321

,1

2

2
2

nn

i
i

nn

iii

a

ii











         (2)
 

The largest amount of computation will corre-

spond to steps with numbers close to 

2
2

2


n . For instance, for an even n , for a 

step with number 










 2

2

2n
k ,

 we will 

need to analyze and store in the computer 

memory the largest number 

  













2/)2(

2
1

n

n
n of values of   . This 

fact mainly determines the complexity of the 

dynamic programming method.  

 

The branch and bound method 

The main method for solving TSP that 

ensures finding the optimal solution is the 

branch and bound method, first proposed in [1] 

and later widely used both in the authors' versi-

on and in its various modifications. Using mo-

dern computers, the branch and bound method 

can be used to solve TSPs for 4035n . 

The main idea of the method is that, first, 

we construct a lower bound for the lengths of 

routes for the entire set of Hamiltonian circuits, 

then the entire set of circuits 
0  is divided into 

two subsets so that the first subset 1

, ji consists 

of Hamiltonian circuits containing an arc 


ji, , 

and another subset of Hamiltonian circuits 
1

, ji does not contain this arc. 

Let us now focus on the method for deter-

mining the lower bounds of subsets and met-

hods for the best division of subsets. The deter-

mination of the lower bounds is based on the 

following theorem:  

Theorem 1. If a positive or negative num-

ber   is added to all elements of the i  -th row 

(or j -th column) of the matrix A  of the TSP, 

then the problem remains equivalent to the previ-

ous one, and the length of any Hamiltonian circuit 

changes by the specified constant value    

Based on Theorem 1, we subtract from 

each row the number i  equal to the minimum 

element of this row 

 

,min;,1

,

,

,

1

,

ji
j

i

ijiji

ani 






 

and obtain the matrix )1(~
A called a row-reduced 

matrix. The matrix )1(~
A  will contain at least 

one zero in each row i  , and all its elements 

will be non-negative. Then we subtract from 

each j  -th column of the matrix )1(~
A  the num-

ber i  equal to the minimum element of this 

row: 

.min,,1,~ 1

,

1

,, ij
i

jjijij anj    

The matrix A
~

 called a row and column-reduced 

matrix. This matrix will contain at least one zero 

in each row and each column for non-negative 

values of the rest of the elements.   will be cal-

led the constant of reduction of the matrix A , 

 





n

j

j

n

i

i

11

.  

 

The value of   will in this case be the lo-

wer bound of the entire set of solutions. Indeed, 

we denote by )(ld  the length of any circuit in 

the problem with the matrix A  , and by )( 1ld  

the length of the same circuit in the problem 

with the matrix A
~

. By virtue of Theorem 1, we 

can write  )()( 1ldld . 

The first subset 1

, ji is made up of Hamil-

tonian circuits containing this arc. Therefore, an 

a priori inclusion of 


ji, into the circuit leads to 

automatic reduction of the matrix A
~

 by row i  

and column j . The resulting matrix  1

,

~
jiA  de-

scribes all Hamiltonian circuits of the set 

.
1

, ji By performing a row and column reduction 
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of the matrix  ,~
, jiA  we obtain the reduction 

constant 1

, ji , which allows us to determine the 

lower bound 1

, jih  of the subset 1

, ji by the formula  

 
.

1

,

1

, jijih                    (3) 

 

The second subset 1

, ji will consist of Ha-

miltonian circuits not containing the arc .,


ji  

Therefore, we need to assume .~
, jia  Carrying 

out the reduction, we obtain the matrix 

 ,~ 1

, jiA  characterized by the reduction constant 

.
1

, ji  The lower bound of the subset  1

,



ji  is the 

value 

 

.
1

,

1

, jijih                    (4) 

 

Instead of (4), we can use another estimate 

[2]. Let us calculate the ―penalty‖ 
jip ,
 for not 

using the arc .,


ji  If 


ji, is not included in the 

Hamiltonian circuit, then it will necessarily inc-

lude one element from the i -th row  1

,

~
jiA  and 

one element from its j -th column. The smallest 

penalty will be 

 

jijip ,,,

~min~min 





                (5) 

 

therefore, 

         

  .,

1

, jiji ph                    (6) 

 

The question remains open about the se-

lection of an arc 


ji, such that the analysis tree 

is as short as possible. The desired circuit is 

most likely to belong to those arcs whose 

lengths in  k

jiA ,

~
 are equal to zero. The selecti-

on of a single arc from all ,,


ji for which 

0~
. ji , is carried out either by reducing the 

matrix  ,~
,

k

jiA   where for the analyzed arc 



ji, we assume ji. , or by calculating the 

―penalty‖ 
jip .
 for not using the arc .,



ji   

A good example illustrating the use of the 

branch and bound method for a 10th order non-

symmetric matrix is contained in [12]. Let us 

look at a simpler example. 

The graph of the problem is presented in 

Fig. 1.  
 

 
 

Fig. 1. An example of a graph for the optimal 

search problem 

 

The numbers near the edges mean their weights, 

which are also reflected by the matrix A  
 













































86897

641068

8471117

107912

119811

9611285

787115

A       (7) 

 

As usual, the rows of A  will be num-

bered in ascending order from top to bottom, 

columns — in ascending order from left to 

right. A  is a symmetric matrix. 
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Some properties of the Hamiltonian 

          circuit 
To increase the efficiency of the branch 

and bound method, a number of properties of 

the Hamiltonian circuit can be used, which re-

duce the analysis of the subsets 
k

ji ,
. 

Let a square weight matrix A  of the n -th 

order be given for a simple (i.e., loop-free) di-

rected graph ),( UXG . Let us transform A  into 

its equivalent matrix B , for which the k -th 

row and k -th column will contain zero ele-

ments, except for the element kka ,
. To this 

end, using Theorem 7, it is necessary to subt-

ract the element 
kia ,
 from the elements of each 

i -th row kini  ;,1 , and then subtract the 

element 
jka ,
 formed after row operations from 

the elements of each j -th column 

kjnj  ;,1 . 

Let us select the submatrix )1(
B  

 B , removing the k -th row 

and k -th column from B . The submatrix )1(
B  

will describe the subgraph 
)1(

G  formed from 

the graph G  by removing the vertex k  and all 

arcs incident with it. 

Let us expand the elements of the sub-

matrix )1(
B  into a sequence in decreasing order 

of their values 

,,...,,...,,, ,,,,, 332211 mmll jijijijiji bbbbb  

the number of members of which is 

23
2

 nnm . 

From this sequence we form a sequence 

of arcs of the subgraph 
)1(

G : 

...,),,(),,(),,{( 332211

)(


 jijijiL
k  

...,),,(),,(),,(..., 1111







 llllll jijiji  

)},(),,(..., 11



 mmmm jiji         (8) 

 

after which we cut off from the end of the sequ-

ence )(k
L  a maximal part of it 

)(

2

k
L  such that 

from it is impossible to construct its elements a 

Hamiltonian circuit in the subgraph. The partiti-

on of the sequence )(k
L  into 

)(

1

k
L  and 

)(

2

k
L  can 

be carried out if there is a condition for the ex-

istence of a Hamiltonian circuit in the graph. 

Let us introduce the following notation: 

)(i
 – the number of arcs outgoing from 

the vertex i  in a directed graph; 

)(i
  – the number of arcs entering the 

vertex i  in a directed graph; 

)(i  – the number of edges incident with 

the vertex i  in an undirected graph. 

Since at present there is no necessary and 

sufficient condition for the existence of a Ha-

miltonian circuit in a graph, we will formulate 

only a sufficient one, which is a corollary of 

Euler's graph theorem [13]. 

Condition 1. There cannot exist a Hamil-

tonian circuit in an undirected graph G  if it 

contains a vertex  such that 2)( i . 

Condition 2. There cannot exist a Hamil-

tonian circuit in a directed graph G  if it conta-

ins a vertex  for which 0)( 


i  or (and) 

.0)( 


i  
We denote the optimal Hamiltonian cir-

cuit by 

 ....
*

1

**

3

*

2

*

1

*
iiiiiH n   

It can also be written as a sequence of arcs 

....
*********

113221














iiiiiiiiD

nnn

 

and as a sequence of pairs of arcs 

.*
1

**
1

,**
1

*
2

,...,*
3

*
2

*
1

*






















iiiiiiiii nnnnn
C

 
Now we can formulate the following lemmas 

concerning the properties of sequence (8). 

Lemma 1. The first arc in sequence (8) 

does not belong to 
*

H . 

Lemma 2. If the pair of arcs 1
ˆˆ

pp iki
be-

longs to 
*

H , then none of the arcs located in 

(8) to the left of the arc 
ii pp 1



 belongs to 
*

H . 

Lemma 3. The vertex k  in the circuit 
*

H  
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cannot form the pair of arcs 1
ˆˆ
 iki , if 

)(

21
k

Lii 




  

Lemma 4. If an arc then the vertex k  can-

not form the pair of arcs 
*

1)
ˆˆ( Ciki gg  , 

then 1
ˆˆ
gg ii

 in (8) are to the right of  .ˆ
1pp ii       

Proof of the lemmas. Suppose the circuit   

 
1121

*
...... iiikiiiH npp    

was transformed into a circuit H  by carrying 

the vertex  

  .,...... 1121 pgiiikiiiH ngg    

For *
H  and H , we will have the following va-

lues of the criteria 
*

E  and E .  We calculate 
*

 E . Since 
*

H  and H  differ only in two 

areas determined by the location of the vertex 

k , we obtain 
 

  11

11

,,,

,,,









pgpp

ppgg

iiikki

iiikki

bbb

bbb
 

 

From the conditions for the formation of the 

matrix B , we have 
 

    
0

1

1

,

,,,









p

pgg

ik

kiikki

b

bbb
 

 

Therefore, .
11 ,, 


ggpp iiii bb  If the permutation 

of the vertex k  improves the circuit  
*

H , then 

it should be 0 , i.e., 
 

11 ,, 


ppgg iiii bb               (9) 

 

Now let us suppose that *

21 Dii 


 and is 

in the first place in (4) i.e., 12 ji  , and the ver-

tex k  forms the pair of arcs 






1pp iki . Let us 

form a new circuit  ...21  ikiH  

1... iin   and calculate  . Since due to the 

properties of (8) 
1121 ,,, 


ppgg iiiiii bbb , i.e., (9) is 

fulfilled, we obtain *
EE  . Therefore, the cir-

cuit 
*

H  is not optimal. Then we assume that 
H  is optimal, but this circuit does not contain 

the arc 


21 ii


11 ii in (8) "broken" vertex k  on the 

pair of arcs 
21
ˆˆ iki  Lemma 1 is proved. 

It follows that the pair of arcs 1
ˆˆ

pp iki
 in 

the optimal Hamiltonian circuit  is formed 

by the ―partition‖ of the arc ,ˆ
1pp ii and 

11 ,, 


 iiii bb
pp

 for all  .
*

Hi 
But in sequence 

(8) the arcs to the left of the arc 1
ˆˆ

ppii are larger 

than it. Therefore, if 
*

H  is optimal and  
*

1
ˆˆ Hiki pp  , the arcs lying in (8) to the left of 

1
ˆˆ

ppii  are not included in
*

H . Lemma 2 is pro-

ved. 

To prove Lemma 3, let us recall that the 

circuit 
*

H  is formed in the graph G  by intro-

ducing the vertex k  into the subgraph 
)1(

G . 

The arc )(

21

k
Lii 



  cannot be in this 

subgraph due to the definition of 
)(

2

k
L

. But if 


1 ii  is not in )1(
G , the pair of arcs 1

ˆˆ
 iki  can-

not be formed in the graph G  either. Lemma 3 

is proved. 

Finally, let us consider the case when 
*

H  

is such that 
*

1 Dii pp 


  and *
1 Ciki gg 



, the 

arc  in sequence (8) being located to the right of 


1pp ii  Then 
1,1, 


ggpp iiii bb  and 

*
H  is not opti-

mal. Therefore, the condition
*

1
ˆˆ Ciki gg   in the 

presence of 
*

1 Cii pp 


  and 
1,1, 


ggpp iiii bb  cannot 

be fulfilled. Lemma 4 is proved. 

The conditions defined by the above lem-

mas can be used as the basis for constructing a 

modified branch and bound method. 

 

Conclusions 

In order to increase the efficiency of se-

arch and reduce the time spent on search, in 

practice, not one, but several search tools can 

be used. 
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If the path from i  to j  is not equivalent 

to the return path from j  to i , then such a tra-

veling salesman problem requires consideration 

of the full matrix A , in contrast to the symmet-

ric problem, where, due to the fact that 

ijji aa ,,  , it suffices to confine ourselves to 

considering the triangular matrix obtained from 

the matrix A . 

When using the dynamic programming 

method, the process of solving the problem will 

be an  1n - step process of considering an 

increasing number of vertices, starting from 1 

and ending with n . However, the advantage of 

dynamic programming over exhaustive enume-

ration is that instead of direct comparison 

)!1( n  variants (for an asymmetric problem), a 

significantly smaller number of combinations is 

analyzed, and at all stages of solving the prob-

lem 12
2

n
n  comparisons are made. Currently, 

this method allows solving the TSPs for 17n . 

The main method for solving TSPs, 

which provides finding the optimal solution, is 

the branch and bound method. However, the ti-

me for solving the traveling salesman problem 

using the branch and bound method can vary 

from problem to problem even if their dimensi-

ons are the same. 

In practice, when solving traveling sales-

man problems, cases are often found when an arc 

with a minimum weight is not included in the de-

sired contour. Moreover, there are cases when no-

ne of the arcs with the smallest length in each row 

(column) of the matrix A , belongs to the optimal 

Hamiltonian contour. If this happens, the process 

of solving the problem by the branch and bound 

method is significantly delayed. 
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OPERATĠV VƏ TƏġKĠLATĠ ĠDARƏETMƏDƏ OPTĠMAL MARġRUTUN  

SEÇĠLMƏSĠ MƏSƏLƏSĠ 

 

Ə.B. Sadıqov 

 

Optimal marşrutun seçilməsi məsələsinin qoyuluşunun üç ekvivalent forması  nəzərdən keçirilir. Problemin həlli 

üçün dinamik proqramlaşdırma, budaq və sərhəd metodu, həmçinin evristik metodlardan istifadə edilmişdir. Budaq və 

sərhəd metodunun səmərəliliyini artırmaq üçün Hamilton konturunun bir sıra xüsusiyyətlərindən istifadə olunmuşdur. 

 

Açar sözlər: operativ idarəetmə, optimal marşrut seçilməsi məsələsi, dinamik proqramlaşdırma, budaq və sər-

həd metodu, Hamilton konturu 

 

 

ЗАДАЧА ВЫБОРА ОПТИМАЛЬНОГО МАРШРУТА В  

ОПЕРАТИВНО-ОРГАНИЗАЦИОННОМ УПРАВЛЕНИИ 

 

А.Б. Садыгов 

 

Рассмотрены три эквивалентные формы постановки задачи выбора оптимального маршрута. Для реше-

ния задачи использовались метод динамического программирования, метод ветвей и границ, а также эвристи-

ческие методы. Для повышения эффективности метода ветвей и границ использован ряд свойств контура Га-

мильтона. 

 

Ключевые слова: оперативное управление, задача выбора оптимального маршрута, динамическое про-

граммирование, метод ветвей и границ, гамильтонов контур 
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