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APPROXIMATE SOLUTIONS OF THE INTERVAL PROBLEM OF MIXED
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In this article the problem of mixed-integer programming with interval initial data is considered.
The concepts of feasible, optimistic, pessimistic, suboptimistic and sub-pessimistic solutions were
introduced in the considered problem. Based on the economic interpretation of the problem, the
methods were proposed finding suboptimistic and sub-pessimistic solutions.
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Introduction
The following interval problem of mixed-
integer programming is considered:

i[gjiaj}(j + i[gjlaj}(j —>max (1)

j=n+1

i[@ij,aij}(j + i[@ij,éij]xj S[bi,ﬁi],(i Zm), (2)

j=1 j=n+1

OSXdej,(jzm), (3)
x; -integer, (j =1,n),(n<N). (4)

Here it is assumed that the coefficients of the
problem (1) - (4) are integers and satisfy the fol-
lowing conditionso<c, <c;, 0<a; <ay, 0<b; <bj,
d;,(i=1m; j=1N).In addition, the following
natural conditions for the coefficients of the
problem (1)-(4) must be fulfilled:

N
Z@ijdj > Bi,(i =1 m)
-1

And if for all i, (i =1, m) this condition is
not fulfilled, then the solution x=(@..d,...dy) will
be the best solution, i.e. optimal solution of the
problem (1)-(4). It should be noted that if for

N
some number i, the inequality } ai.;d; <bx
j=1
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holds, then this is not a restriction for system
(2) and it can be omitted. Therefore, here we
assume that for the problem (1)-(4) the above
conditions are fulfilled.

It should be noted that the problem (1) -
(4) is called the problem of mixed-integer prog-
ramming with interval data or the interval prob-
lem of mixed-integer programming.

It is appropriate to note that problem (1)
- (4) is a generalization of: 1) Boolean prog-
ramming problem, 2) integer programming, 3)
interval Boolean programming problem, 4) in-
terval integer programming problem, 5) interval
mixed-Boolean programming problem, 6) line-
ar programming problem, 7) interval linear
programming problem.

Because 1) in cases where the ends of the
intervals coincide, n=N and d; =1,(j =1 N)

the Boolean programming problem is obtained,
2) if n=N and the ends of the intervals coinci-
de, the integer programming problem is obtai-
ned, 3) if d; =L, (j=1N) and n=N interval
Boolean programming problem is obtained, 4)
if n=N interval integer programming problem
is obtained, 5) if d; =1(j=LN) and n<N
interval mixed-Boolean programming problem
is obtained, 6) if the ends of the intervals coin-
cide and n=0 linear programming problem is

obtained, 7) if n=0 interval linear program-
ming problem is obtained.
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We note that the considered problem (1) -
(4) belongs to the class NP-complete, since all
of the above particular cases of this problem,
besides the linear programming problems, are
NP-complete. In other words, difficult-to-solve
[1; 2]. Different classes of interval integer pro-
gramming problems were investigated and spe-
cific methods were developed in [3-9]. The in-
terval problems of linear (non-integer) pro-
gramming were investigated in [10,11,12 and
others].

It should be noted, as far as we know, the
problem of mixed-integer programming with
interval data has not yet been investigated. This
may be due to the complexity of developing
methods of their exact solution.

In this article, new concepts of feasible,
optimistic, pessimistic, suboptimistic and sub-
pessimistic solutions for problem (1) - (4) were
introduced and an algorithm for its approximate
solution was developed. And in doing so, we
used the principles of interval calculi intro-
duced in [13].

Problem statement

First, let us present some applications of
the considered model
(1)-(4). Suppose that an enterprise produces N
types of goods. Let them be n (n < N) types of

piece goods, and for N —n non-piece goods.
Let for the production of these goods, the
m types of resources were allocated included
in the interval [b;,bi],(i=1m). In addition, let
us assume that for the production of the unit j -
th goods, the expenses included in the interval
[aij,ai],(i=Lm; j =1 N) are required. We as-
sume that the profit from the sale of each j-th
item of the goods enters the interval
[c;,cil.(j =L N). Let it be required to find
such quantities of planned types of piece and

non-rodent goods, for which the total expenses
did not exceed the allocated resources

[bi,bi],(i=1,m), respectively. At the same ti-
me, the total profit was maximal. If we take un-
knowns x; (j=1,N), where o<x; <d,,(j=1N),
and x;- integer, (j=1n; n<N), then we get
model (1) - (4).
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It should be noted that in the areas of pro-
duction, where goods are manufactured, some
of which must be piece, the considered model
(1) - (4) necessarily takes place.

Theoretical justification of the method

Before presenting the method for solving
problem (1) - (4), we introduce some definiti-
ons. These definitions are more generalized
than the definitions introduced in [14] for the
interval problem of mixed-Boolean program-
ming.

Definition 1. A certain Vector x =(x,x,....x,)
is called a feasible solution of the problem (1)-(4)
that satisfies the system (2)-(4) for va, e[ay,ai]
and vb, e[b;,bi], (=L m; j=1N).

Obviously, for the solution of problem (1)
- (4), it is necessary to ensure the non-excee-
dance condition of sum of the several different
intervals from a given interval, while achieving
the maximum of the corresponding intervals.

Definition2. A  feasible  solution

X =(x*,x3",..,x°") is called an optimistic
solution of the problem (1)-(4) in case for
vb, e[bi,bi], (i=Lm) the inequalities
and in

N _
> ayx;* <b, (i=1m) are fulfilled
j=1

N
this, the value of a function f° =3 c;x;* will
j=1

be maximal.

Definition3. A  feasible  solution
XP=(x"x],.,xP) is called an optimistic solu-
tion of the problem (1)-(4) in case for
vb, e[bi,bi], (i=1m) the inequalities
N i

aijx] <b;, (i=1,m) are fulfilled and in this,
j=1
N
the value of a function f° =3% c;x! will be
j=1
maximum.

From the last two definitions it turns out
that the problem of finding the optimistic and
pessimistic solutions of the interval problem (1)
- (4) also belongs to the class NP-complete, sin-
ce the particular cases of this problem are NP-
complete. Therefore, we developed methods for
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the approximate solution of the interval prob-
lem of mixed integer programming and called it
suboptimistic and sub-pessimistic solutions.

In order to develop method for construc-
ting suboptimistic and sub-pessimistic soluti-
ons, we will use the economic interpretation of
problem (1) - (4) introduced in problem state-
ment.

Suppose that some j -th product is produ-
ced. Then the necessary resource from the allo-
cated total resource [b;,bi], (i =1, m)will be inc-
luded in the interval [a;,ai;],(i=1m; j=1N).
At the same time, the profit of this j -th product
should be included in the interval
[c;,cil.(j =1 N). Obviously, the profit of the
objective function for each unit of expenditure
for the j-th product (j =1, N) will be at least

min [gj’Ej] _ [gjlaj]_ ’
b [y, ai] m?X[Qijaaij]

(J=1N). (5)

From this relation, it follows that it is necessary
to produce such a product with a number j,
for which (5) will be maximal:

: [Qj16j1 _ [Qj*!aj*J . (6)
j m?x[gi,-,aij] m?x[gij*,ai,-*]

Relation (6) shows that in order to const-
ruct suboptimistic and sub-pessimistic soluti-

ons, the number j. must be determined from
the following relations, respectively:
Cj Cj
max =", (7)
omaxa;  maxaij.
I I

Cj Cij
max 2 =" (8)
I maxaij  mMax aij.
1 1

Obviously, when constructing subopti-
mistic and sub-pessimistic solutions on the ba-
sis of criteria (7) and (8), it is necessary to take
into account the circumstance in which interval
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the number j. is included in i.e.
jsel=[..,nJor j,eR=[n+Ln+2..N].
In this article, taking these circumstances
into account, two methods for constructing su-
boptimistic and sub-pessimistic solutions of
problem (1) - (4) were developed.
In the first method, if j.eR and it is

impossible to assign d; to the unknownx, ,
then for x; we take the best possible value,

and the remaining unknowns will take the value
of zero.

And in the second method, if j. €R and
to the unknown x; it is impossible to assign

d, then we fix all found values until now but

for the remaining numbers jel we ac-
ceptx; =0 and for x;, where jeR we build

the linear programming problem of smaller di-
mension. Solving the obtained linear program-
ming problem of smaller dimension, we join
the obtained solutions to the previously fixed
ones. Note that in both methods, at the begin-
ning of the solution process, we ta-
ke X ** ==(0,0,...,0) and X** ==(0,0,...,0).
The conducted computational experi-

ments once again confirmed the high efficiency
of the proposed methods.
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INTERVALLI QiSMON TAMODODLI PROQRAMLASDIRMA MOSOLOISININ TOQRIBI HOLLI

K.S.Mammoadov, N.O.Mammadli

Moagalads intervalli gismon tamodadli programlasdirma masalosine baxilmigdir. Bu masalo liglin miimkiin olan
optimist, pessimist, suboptimist vo subpessimist hall anlayislar1 verilmisdir.
Baxilan masalonin iqtisadi interpretasiyasina asaslanarag, onun togribi suboptimist va subpessimist hallinin

tapilmasi iisulu toklif olunmusdur.

Agar sozlar: intervallt gisman tamadadli programlasdirma maSalasi, miimkiin hall, optimist, pessimist, subopti-

mist va subpessimist hallar

MPUBJWXEHHBIE PEIIEHUS UHTEPBAJIBHOM 3AJIAYM YACTUYHO-LEJOYUCJIEHHOIO
MNPOI'PAMMMUPOBAHUA

K.III.MamenoB, H.O.Mameniu

B pabote paccmarpuBaercs 3a7ada 9aCTUYHO-IIETIOUYNCICHHOTO MPOTPAMMHUPOBAHUS ¢ MHTEPBAJILHBIMU JTaHHBI-
MHU. BBeZICHBI TOHATHS TOMYyCTUMOTO, ONTUMHCTUYECKOTO, MTECCUMHUCTHYECKOT0, CyOONTUMHCTHYECKOTO U CyOmeccH-
MHUCTUYECKOIO PELIEHUH B PACCMOTPEHHOM 3ajaue. Mcxons U3 S9KOHOMMYECKON MHTEPIPETALUM 3aa4H, [IPEIIIOKEHBI
METOIBI HAX0XKIEHHSI CYyOONTHMHUCTHYECKOTO U CYyOIIeCCUMUCTHYECKOTO PEIICHHH.

Knrouesnvie cnosa: urmepeaibHasl 3a0aua YACMUYHO-YENI0YUCTEHHO20 NPOcPAMMUPOBAHUAL, ()onycmuMoe, on-
mumucmu4deckoe, neccumucmuudeckoe, cy60nmuMucmutteCKoe u cy6neccu/l/tucmuqecxoe pewernus
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