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NEW INVERSE PROBLEM TO DETERMINE THE ORDER FRACTIONAL
DERIVATIVES OF THE OSCILLATION SYSTEM

Academician of ANAS F.A.Aliev, N.A.Aliev

For the first time, the formulation of new inverse problems is given to determine the fractional
derivatives order in the subordinate terms of the oscillation process. A method is proposed for de-
termining the above parameter based on the statistical data of the final values of the corresponding
coordinate and the least squares method. The result is illustrated by a numerical example.
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Introduction

As is known, the motion of oscillation
systems inside a fluid is described by the fol-
lowing second-order differential equation with
fractional derivatives [1,2]

y"(x)+ anD+y(x)+ by(x) = f(x), (X > X, > O) Q)
and initial condition

Y(X0)=y0 y’(x0)=yl,, @ 6(1'2), (2)

a:M' b K
m m

where , in the Fig. 1

m iS mass, S - hard

S plate arear © - den-
. sity, - Newtonian
fluid viscosity, k -
spring constant,
f (t) - external force.

o Note that this
— problem describes
the motion of oscil-

. lation systems when

'. ws the mass is inside

|:| the Newtonian fluid

1 [1] (in the classical

v EE) version, i.e. there is
Fig.1 no liquid a=1),

To such an event, when extracting oil, the mo-
vement of the pumping unit, where the plunger
moves inside Newtonian fluid (oil) [1,3,4].
Usually for such problems from (1) a,b, f are
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considered known and constant, and as for the
order of the fractional derivative ¢« , it depends
on these data (a,b, f includes the mass of oscil-
lation systems m, the viscosity of the fluid, the
coefficient of elasticity of the spring, the den-
sity of the fluid, etc.). Therefore, it is convenient
to determine the parameter from the statistical
data of motion, and it depends on these data in
an implicit form. Here, instead of this data, at

different initial values V' (X) (i=1k) we can ta-
ke the finite values y' (X, a, ) where Xis the fi-

nite value of the argument, ¢, is the parameter
value & which is depends on a,b, f .

In this work based on statistics y'(X,),

yi(X,ai) a quadratic functional is constructed

on the basis of the given statistical data and the
solution of the problem (1), (2). To construct a
solution with unknown ¢ the definition of frac-
tional order derivatives of Riemann-Liouville is
used, where the solution of the problem is redu-
ced to solving the Il type Voltaire integral
equation [5]. Using the method of successive
statements y(x, ) is constructed approxima-

tely and a nonlinear algebraic equation is given

to determine of & . The results are illustrated
for specific values a,b,f and @ using the met-
hod of separation of the segment of definitions

[xo,x] in half, where ¢ is found with accu-
racy 10°°.
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Reduction of the problem (1), (2) to the
Il type Volterra integral equation. Using the
Riemann-Liouville definition [6]

(x= t)lay(t)dtae(12) x>x >0 (3)

DEY() =— j
equation (1) can be reduced to

y"+ad—2'|'( -6
dx* 3 (1-a)!

y(t)dt+by (x) =f(x), (4)
where after some simple transformations, (4) is
reduced to the form

YOO Yi(x— %) +a %

+b j(x —t)y(t)dt = j (x-tyf(ydt. (5

y(t)dt +

Here, for simplicity of presentation, it is
assumed that the origin of coordinates is placed
so that y(xo):O, then equations (5) can be

written in the form

YO+ K, (x=y®dt=F(x),  (6)

where (6) is the Il type Volterra integral equa-
tion

(x—t)"™
(1-a)!
F(x) = i(x—t)f(t)dt+yl(x—x0). (8)

Xo

K,(x-t)=a +b(x-1), @)

As is known (6), the solution of equation
(6) is analytically represented as a Neumann
series (solution through a resolvent). For sim-
plicity, we discretize the integral equation (6) in
the following form

—x)Y (x. )-h=F, i=1,(9)

yi + i K, (%;
k=0

where

K, (% —X)= aw b(x, - x.), K=0.i-1, (20)

1-a)!

i-1

(% =% ) F(x)-h+y,(x —x,) ,(11)

k=0

an interval (x, X) is divided in stepsh .

Note that (9) is a numerical solution of
problem (1), (2).
Construction of a quadratic functional

on the basis of statistical data Y’ (XO)

With y'(x,) and
yi(x,) (x=x, i=1,k) let compose a
quadratic functional.

statistical data

J= g(y‘(xn,a) -y'(x,)? (1

Note that, the form of y'(X ,c) is de-
termined from (9) - (11) and the information
about & is hidden in y'(x ). From the con-

vexity of the functional (12) we can easily find
o through the minimization of the functional
(12), i.e., the extremum is determined from an
algebraic equation

oJ

% = 0, (13)

where (13) can be written as

< 80{
here
o' (%, @) _
oa
N 1a(X —%)7 In(x, =X )02-a) - (%, - %) “I"(2-a) , (15)
k=0 r (2-a)
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Solving equation (14) for o, we deter- Example. Consider the problems (1) - (2)
mine the fractional derivative o from prob- witha =1, b =1, f =8 on the interval (0 1),
lems (1) - (2). (1,1). Dividing it into 10 parts, we set the statis-

tical data Y in the following table.

Table
i 0 1 2 3 4 5 6 7 8 9 10
1 0 -0.67 -1.37 -1.13 -1.00 -0.91 -0.84 -0.79 -0.74 -0.71 -0.67
2 0 -0.67 -2.45 -1.58 -1.15 -0.88 -0.68 -0.53 -041 -0.31 -0.22
3 0 -0.67 -3.19 -1.62 -0.93 -0.51 -0.23 -0.02 0.13 0.26 0.37
4 0 -0.67 -2.86 -0.93 -0.16 0.25 0.53 0.72 0.87 0.98 1.08
5 0 -0.67 -0.34 0.81 1.22 1.44 1.57 1.66 1.72 1.77 1.81

After solving equations (14), (15) on the basis of statistical data from the table, we obtain
a*=1.853 (see, Fig.2). Note that the solution of equation (14) was obtained using the procedure of

dividing the interval (1,2) in half [7].
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Fig. 2. Dependence Y(&) on o
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Conclusion

For the first time, on the basis of given
statistical data, a new generation of inverse
problems is mathematically considered to de-
termine the order of fractional derivatives prob-
lems of oscillation processes. Note that the first
generation of inverse problems is the Tikhonov
— Lavrent'ev problem, in which, besides the
basic unknown, the coefficients of the equation
or boundary condition or their right-hand sides
are defined, where the inverse problems of the
theory of scattering are a special case of the
above. The second generation of inverse prob-
lems are Stefan problems, where, in addition to
the main unknown, either a part or the entire
boundary is searched. Thus, the work outlined
here relates to the third generation of the in-
verse problem. On the basis of these studies,
various problems of the control problem can be
considered, for example, the construction of
program motions and control [8-12], optimal
stabilization [12, 13], and others.
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OSILYASIYA SISTEMLORINDO KO9SR TORTIB TOROMONIN TOYINiI UCUN YENI
TORS MOSOLO

F.0.9liyev, N.9.9liyev

Ilk dofs olaraq osilyator sistemlorinds tabeli hodds daxil olan kasr tortib téramonin tonliyi iigiin yeni tors mosalo
goyulub. Uygun koordinatlarin son qiymatlorinds statistik verilonlor va on kigik kvadratlar tisulu vasitasilo yuxarida adi
gedon parametrin toyini ti¢iin tisul toklif olunub. Naticalor adadi tisulla illiistrasiya olunub.

Acar sézlar: osilyasiya prosesi, tars masala, kasr tartib toramo, statistik verilonlar, an kicik kvadratiar iisulu

HOBASI OBPATHASA 3ATAYA JUISI ONPEAEJEHUSA TOPAAKA IPOBHBIX
MMPOU3BOJHBIX KOJEBATEJIbHOM CUCTEMBI

®.A.Anues, H.A. Aitnen

BHGpBLIC JlaHa II0CTaHOBKa HOBBIX 06paTHI)IX 3aa4 AJid ONPEAC/ICHU MOPsAKa ﬂpO6HBIX MMpOU3BOJAHBIX B MO~
YUHEHHBIX YJICHAX KOJIeOaTeIbHOro npouecca. Hpe,unon(eﬂ METOA ONPEACIICHUSA BbIIICYKA3aHHOTO IMapaMeTpa Ha OCHO-
BC€ CTaTUCTUYCCKUX JAaHHBIX KOHCUYHBIX 3HAYCHHUI COOTBGTCTByIOIIICﬁ KOOPpAWHATBHI U METOJa HAMMCHBIIIUX KBaApPaTOB.

PC3yJ’ILTaT WITIOCTPUPYECTCA YUCIOBBIM IIPUMEPOM.

Knrouegvie cnosa: xonebamenvhuiil npoyecc, obpamuasn 3adaua, OpooHas nPou3eo0Hds, CMamiucmuieckue OaH-

Hble, Memoo HAUMEHbULUX Kea()pamoe
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